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MONO LAKE AIR QUALITY MODEL EVALUATION STUDY

1.0 Introduction

The Mono Lake Evaluation Study was conducted to evaluate dispersion modeling techniques for
simulation of wind-blown PM 10 emissions from the exposed shores of Mono Lake. Ambient monitoring
within Mono Basin has indicated that both the California Ambient Air Quality Standard (CAAQS) and the
National Ambient Air Quality Standard (NAAQS) for 24-hour PM,,, concsentration have been exceeded at
several monitoring locations. These episodes were accompanied by high winds and visual evidence
suggests that wind-blown dust emissions from the exposed shores of Mono Lake were responsible (Cox,
1990). The present study was initiated in order to evaluate disparsion modeiing tools that could be applied
to investigate these wind-blown dust events. Dispersion model simulations can be usaed to suppiement the
ambient data by providing predictions at receptor locations and for times outside of the monitoring network.
In addition, dispersion modeling can be applied as a 1ol to aid in the management of the air basin, for the
assessment of mitigating measures, and for PMm source apportionment.

The objective of the Mono Lake Evaluation Study was to assess dispersion modeling techniques for
the prediction of PM 10 concentrations during high wind everts. The study included the evaluation of two
dispersion models and two aiternative methods for the estimation of wind-blown PM,,, emissions. Section
2 presents an overview of the dispersion models and emission factors that were selected for the study. The
wind-blown dust emission algorithms inciuded in the study were developed by Great Basin Unified Air
Pollution Control District (GBUAPCD) and the Midwest Research Institute (MRI) based on interpretations of
wind tunnel tests conducted at Mono Lake during the iate summer of 1990. As recommended by both the
U.S. Environmental Protection Agency (U.S. EPA, 1984) and the California Air Resources Board {CARB,
1989), a formal protocoi which outlined these evaluation techniques was submitted to the GBUAPCD prior
to the initiation of study (TRC, 1991). Section 3 describes the modal evaluation procedures proposed in the
protocot that were employed in the study. Section 4 presents the results of the performance evaluation and
Section 5 concludes the report with a summary of the study.




2.0 Model and Emission Factor Selection and Overview

The Mono Lake Evaluation Study investigated two dispersion models, the Industrial Source Complex
Short-Term (ISCST) model (U.S. EPA, 1987a) and the Fugitive Dust Model (FDM) (Winges, 1990). I1SCST
is the U.S. EPA's currently recommended approach for regulatory assessments associated with fugitive dust
(U.S. EPA, 1986a) and for air pathway analysis at superfund sites (U.S. EPA, 1989). ISCST is also the model
preferred by the CARB for bounding calculations of ground level area sources of fine particles or gaseous
pollutants (CARB, 1989). FDM has recently been developed and was specifically designed for computing
concentrations and deposition fluxes from fugitive dust sources (Winges, 1990). The deposition algorithms
within FDM include many of the routines suggested by the CARB for estimation of the deposition flux from
particulate sources. An overview of these models and previous evaluation studies is provided below.

The prediction of wind-blown PM emissions from the playas surrounding Mono Lake was based
on a serles of tests conducted during the late summer of 1990 with a portable wind-tunnel erected over
characteristic erodible surfaces. Although emission factors were available from the sclentific literature,
preliminary application of several of these techniques to conditions at Mono Lake were found to be
unsatisfactory and Inconsistent with visual evidence during historical dust events. The two emission factor
relationships used in the present study were based on different interpretations of the data collected during
the wind tunnel experiments.

2.1 ISCST Overview

The ISC models have historically been the regulatory preferred models for assessments invelving
stationary sources with special problems such as aerodynamic downwash, particle deposition, volume
sources, and area sources. Both long-term (ISCLT) and short-term (ISCST) versions have commonly been
applied. These modeis are based on the steady-state Gaussian plume formulation with modifications to
allow for simulations of complex Industrial sources in both rural and urban settings. Major features of these
models are the special algorithms that have been included to simulate point sources subject to building
wake effects. The vertical and horizontal dimensions of the Gaussian plume are specified by atmospheric
stability class as functions of downwind distance. For rural conditions, conventional Pasquill-Gifford
dispersion curves are appiled, while for urban conditions the Briggs urban dispersion curves are utilized.
Square area sources and volume sources are simulated using the virtual point saurce concept based on
the initial dimensions of the source. Line sources must be simulated by a series of volume sources specified
by the user in the modet input fiie.

For fugitive dust problems, the ISC models are often applied because they Include routines both to
simulate area sources and to account for removal of mass at the surface caused by gravitational settling
and dry deposition. In addition to prediction of ground level concentrations, the models can be appiled to
provide estimates of deposition flux, a requirement for some refined Superfund air pathway analyses.
Gravitational settling is assumed to resuit in a tiited plume where the inclination is based on the ratio of the
settiing vetocity to the wind speed. The lower boundary condltion is treated by assuming partial reflection
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at the surface. Partial reflection or removal at the surface is accounted for by reducing the strength of the
image source using a reflaction coefficient. The reflection coefficient is typically based solely on particle size
and is not a function of tha surface characteristics or meteorology. The functional form of the coefficient
is primarily speculative and is not based on empirical or theoretical evidence (U.S. EPA, 1587a).

2.2 FDM Qverview

FDM s based on an analytical solution to the advection-diffusion equation with gravitational settling,
using gradient-transfer or K-theory and a deposition flux lower boundary condition. The depaosition fluxiower
boundary condition is based on the deposition velocity concept where the deposition velocity is a function
of particle size, surface roughness, and meteorological condlitions. Although the model is based on K-
theory, both vertical and horizontal eddy diffusivities are calculated from the more conventional Pasquill-
Gifford dispersion curves. Thase dispersion curves can be adjusted to account for differing surface
roughnesses and averaging times. For a non-depasiting point source with appropriate surface roughness
and averaging time assumptions, FDM will duplicate the concentration predictions of ISCST. Routines within
FDM allow for the simulation of line, area, and point sources. Volume sources are not specifically treated
by the model. FDM was designed specifically for fugitive dust assessments and does not contain algorithms
for plumae rise or building wake effects.

The incorporation of the function forms of the Pasquill-Gifford dispersion curves into the analytical
solution to the advection-diffusion equation results in mass conservation problems. For large particles or
high deposition fluxes, the effects can be significant at long downwind distances. FDM corrects the
analytical solution to ensure mass consistency and In this respect offers an improvement over several other
U.S. EPA nonguideline models which employ similar deposition algorithms.

FDM can simulate emissions from a ractangular area source with arbitrary orientation and in this
regard is considerably more fiexible and convenient than ISCST. This simulation is accomplished intemnaily
in FDM by dividing the area source Into a series of line sources perpendicular to the wind direction, where
the line source algorithm is similar to the routines employed by the U.S. EPA's CALINE3 model. The user
can also exercise an option within the model, such that line sources are continually added until convergence
of the arsa source algorithm is achieved. This latter option can be appliad to obtain precise estimates for
receptors at the edge or even within the area source.

2.3 Evaluation Studies

Five dispersion model evaluation studies have already been performed comparing ISCST and FDM.
Three studies invoived fugitive dust impacts associated with surface mining operations at both western and
eastern mines. A fourth gvaluation compared the two models to results of a dual tracer experiment
conducted at Hanford in eastern Washington. In all of these four studies, FDM significantly outperformed
ISCST (Winges, 1990). Tha most relevant previous dispersion model evaluation study involved a comparison
of ISCST and FDM with obsarvations of wind-blown dust at the Bunker Hill Superfund site near Kellogg,
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idaho (TRC, 1990). At the Bunker Hill Ske, the focus of the air pathway investigation involved wind-blown
dust from exposed area sources. Along with a theoretical comparison, both models were evaluated against
ambient data collected during the summers of 1987 and 1988. While the authors of this study also
recommended the application of FDM, the performance differences between the models were found to be
much less than the uncertainties associated with the emission algorithms empioyed for wind-biown dust.

Although previous evaluation studies are relevant, the present study specifically evaluates FDM and
ISCST performance with respect to wind-blown PMm sources at Mono Lake. Site specific performance
evaluations are usually recommended by the U.S. EPA (1986a) and the CARB (1889) whenever a
nonguideline model is being considering for a potential regulatory application. In addition, previous studies
focused primarily on total suspended particulates (TSP) and some of the differences between the models
in these studies were attributed to the simulation of the coarse size fraction. The present study also
evaluates two emission algorithms which were not used in previous studies.

2.4 Emission Factor Overview

Historical dust episodes at Mono Lake occurred more frequently during the spring when the surface
crust of the playas were thin. During the more erodible periods of the year, the wind tunnel tests conducted
at Mono Lake indicated that PM 10 ermissions were strong functions of wind speed when wind speeds were
a threshold value of about 16 to 20 mph’. PM 10 ©Missions were comelated to the horizontal flux of
saltating sand size particles and PM, , emissions fell rapidly once the supply of the iarger saltating particles
In the tunnel test section were depleted (Cowherd, 1991a). Surface crusting was also found to influence the
value of threshold wind velocity, with strong surface crusts often forming during the summer months
reducing the potential for PM 10 emissions.

The two emission factors investigated in the present study assumes that for actual conditions at
Mono Lake, the supply of saltating particles would not be limited because of the supply of thesa particles
from upwind source areas. Using the higher observed PM 10 emission rate data obtained during the initial
sampling period of the wind tunnel tasts, Ono (1991) found that PMm emissions foliowed an exponential
relationship with wind speed:

q. = 9.35.10-0 eo.ts-u (1)

where q, is the area source PM,, emission factor or vertical flux (g/mzfsec) and u is wind speed (mph).
Ono suggests that this equation applies for wind speeds above 16 mph, the lowest erosion threshoid
observed in the wind tunnel tests. For the purposes of the discussion, tables, and figures that follow in this
report, the emission factor in Equation 1 will be referred to as the "GBUAPCD" wind-blown emissions
algorithm.

wind velocities refer to a measurement height of 10 m.
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As an alternative to the above expression, Cowherd (1991b) proposed an aigorithm for wind-blown
PM,, emissions at Mono Lake which followed a cubic wind speed dependency above a threshold velocity:

Gy = 70107 (u - up )

where u, is a threshoid velocity (mph), u, and are q, defined as in Equation 1. The cubic wind speed
dependency is more consistent with the majority of the emission factor relaticnships for wind-blown dust
found in the scientific literature and also provides a reasonable fit to the wind tunnel data. A wind speed
threshold of 18 mph was used for the purposas of the present evaluations based on the approximate
avarage valua observed in the wind tunnel tests used by Cowherd. The area source emission factor
predicted by Equation 2 will be referred to as the "MRI" algorithm in the discussion that follows.

A comparison of the wind speed dependencies of the emission factors is presented in Figure 2-1.
The MRI routine predicts much lower PM 10 emissions for wind speeds below 25 mph and higher emissions
above the value. The wind tunnel tests were generally conducted over a wind speed range of 25 to 42 mph.
The behavior of the PM, 0 emissions from the Mono Lake playas to relatively lower wind speeds could not
be determined from the wind tunnel tests. It was anticlpatsed that the modet evaluation study would provide

some indication of which emission routine provided a better description of wind-biown PM, o emissions at
Mono Lake.




Emission Factor Wind Speed Dependency
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3.0 Evaluation Methodology

The techniques used 1o evaluate the ISCST, FDM, and the two emission algorithms were based on
the EPA's Interim Procedures for Evaiuating Air Quality Models (U.S. EPA, 1984), on suggestions based on
experienca with the implementation of these procedures (U.S. EPA, 1985), and on the guldelines
recommended by the CARB (1989). The analysis involved three steps: a technical comparison of the
models, a series of sensitivity tests where the models were appiled to represenative wind-blown dust
sources, and a performance evaluation which compared the models with ambient observations. For the
performance evaluation, confidence limits and statistical measures in the analysis followed recent
suggestions outlined by Cox (1987) and Hanna (1989).

3.1 Technical Comparison and Sensitivity Tests

The first step of the evaluation was a technical comparison of FDM with ISCST following the
Workbook for Comparison of Alr Quality Models {U.S. EPA, 1978). The procedure involved a subjective
technical comparison of the components of the dispersion models with an emphasis on those algorithms
more important or relevant to the objectives of the appiication. For the current study, the emphasis was on
the rowtines contralling the dispersion, plume depletion, and deposition of wind-biown PM 10 from area
sources.

A sensltivity analysis was performed, where the model and emission routines were applied to a
hypothetical area source under a variety of conditions. The purpose of these tests was to contrast the
behavior of the models given the same set of input parameters, and to identify conditions under which the
models function unreasonably. These tests also aided In the interpretation of the relative model differences
that became apparent during the performance evaluation. The input parameters were varied systematically
with a range of particle sizes, surface roughnesses, metecrological conditions, downwind receptor distances,
and area source configurations,

3.2 Performance Evaluation

The next step In the overall assessment was the performance evaluation, where FDM, ISCST, and
the two emission algorithms were compared to observations collected within Mono Basin. The primary
objective of the performance evaluation was to determine which models more adequately described ambient
PM., observations during conditions conducive to wind-biown dust svents. The remainder of this sectlon
presents the ambient data sets that were used in the analysis, a discussion of the statistical measures, and
the methods used to prepare the input data necessary for model application.

3.2.1 PM,, Data Sets
The locations of tha PM 40 Monitoring sites with respect to the exposed shores of Mono Lake are
shown in Figure 3-1. The areas of visually observed wind-blown emissions are also outlined in this figure.
In addition to PMTO samplas, a metecrological station was also located at the Simis site which collected
wind, temperature and precipitation data. Due to the nature of the prevailing winds, the Lee Vining site
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served as a background stte. Prior to June 1989, the Simis and Lee Vining sites operated on a one in six
day schedule. After this period, sampling at Simis was increased to five in six days for several months.
However duse to the remote nature of the site, this sampling frequency proved logistically impractical and
the sampling routine was modified. Since October 1989, PM,O samples at Simis have been obtained for
three consecutive days in six. In addition during periods of predicted high winds, three consecutive daily
samples wers also collected at Simis. The Cedar Hill and Warm Springs sites were added to supplement
the monitoring program late in 1989. These stations were also operated based on a prognostic wind
analysis.

In order to emphasize wind-biown dust sources, only those days where wind velocities exceeded
the threshold for wind suspension were considered in the evaluation. Days with significant precipitation were
also excluded from the analysis. Based on wind tunnel tests conducted by the GBUAPCD, a typical erosion
threshold for the majority of the playas surrounding Mono Lake was about 16 to 20 mph. The available data
for those days with winds exceeding 20 mph for at least one hour are shown in Table 3-1. Note, that not
all the sampling periods covered a full 24 hours and that on only two days were data available for all four
stations. Pradictions from both dispersion models using both emission algorithms were compared with the
observations for each station {(excluding Lee Vining the background statlon) and for the data set as a whole.

3.2.2 Statistical Performance Measures
Several different statistical performance measures were employed during the reconcillation of the

ISCST, FDM, and emission models with observations. The measuras were selected to evaluate the abilities
of the modesis to :

- axplain the mean and standard deviation of the ol;sewaﬁons
- explain the higher values of the observations
- explain the temporal and spatial variation of the observations
In order to tast whether the dispersion models can explain the frequency distribution of the observations,

Cox {1987) suggested that the fractionai bias of the average and of the standard deviation be employed.
The fractional bias of the mean (Fb) and of the standard deviation (F,) are given by:

Fuzu 3)
b ©-P (
aaH @)



Table 3-1. PM-10 Episode Days

With Wind Speeds abave 20 MPH
PM10 {ug/m3)
Warm Lee Cedar

Date Simis Springs Vining Hill

05/04/38 26 64 *

05/15/88 14 7

05/16/88 405 *

09/15/88 34

10/13/88 12

11/06/88 71

04/21/89 450 30 ~

05/28/89 24 5

06/15/89 21 15

10/20/89 25

10/24/89 68 19

01/12/90 69 6

03/10/90 55 50

05/21/90 15 81 b

05/23/90 78 306 17 35

09/14/90 16 9 21

10/30/90 25 9

10/31/90 43 9 16

11/13/90 73 19 8 3

11/25/90 120 24

04/30/91 72 201 * 21 20

05/08/91 75 389

05/16/91 100 587 * 26
No. Sarnples 22 9 g9 14

(*) denctes a sampie of less than 24 hours or during
a period other than a calendar day.




where "o" refers to the observations and “p* refers to the model prediction. The fractional bias has the
advantage of being a symmatrical and bounded measure and because it's normalized it can be used for
comparing results from studies invoiving different depandent variables. Values of the fractional bias vary
from -2 {extreme over-prediction) to 2 (extreme under-prediction). Predictions within a factor-of-two are
bounded by a fractional bias of £0.667.

The statistical measures above emphasize the model's abilities to predict the whole domain of the
observations. In order to focus on the higher observations, the fractional bias of the “robust highest
concentration” (FRHC) was also caiculated. Afier Cox, the RHC was based on the following:

RHC = X, + (X - X,) lr{%) s)

whara Xn was the nth highest valus

Xy wasthe average of the n-1 highest values

n was the number of high values

The value of n is somewhat arbitrary but Is typically chosen to be 26 or the number of concentrations
exceeding a threshoid value. For the purposes of the present analyses, n was selected as 10, roughly the
number of times that PM_, , observations at Simis exceeded the CAAQS. In addition due to a fimited number
of samples at Cedar Hill and Warm Springs, RHC's were not calculated for these individual data sets.

When appiied to the data sets given in Table 3-1, the performance measures listed above do not
require that the models explain the temporal and spatial distribution of the cbservations. While this may be
adequate for many regulatory applications, more rigorous statistical tests involve statistical measures which
are paired in time and space. |n the perforrnance evaluation, the normalized mean square error (NMSE) and
the linear correlation coefficient (r) between model predictions and observations were also determined from

the following: _—
NMSE = .(oo;.Pf (8}

e




Both of these measuras test the scatter of model predictions about the observations. if the NMSE equals
1.0, then the typical difference between predictions and model observations is approximatety equal to the
mean. The linear correlation coefficient is a less rigorous test than the NMSE, because a high correlation
coefficient can be still be obtained when the bias (Intercept) or the scale (slope) of the model predictions
are different than zera and one, respectively. However, the correlation coefficient is less sensitive to
assumptions regarding background concentration.

The statistical significance of differences between the performance measures calculated for each
model depend on the characteristics of the data sets and on sampie size. In order to assess the statistical
uncertainty involved in the calculation of each performance measure and 1o assess whether the differences
found were significant, confidence limits were estimated. Confidence limits were based on the moment
bootstrap method (Hanna, 1989), where the bootstrap or resampling was used to estimate the uncertainty
in the performance measure. Given a data set containing N values, the resampling process involved
repetitively selecting N values at random from the original data set. For each resampled set, a new
performance measure was calculated. In the moment bootstrap method, the resampling is used only to
determine the mean and the variance of the distribution of the performance measure. Confidence limits were
based on the Students-t procedure. For example, the 95% confidencs limits of the NMSE were:

NMSE - 4,40 yyse < X < NMSE + g0 puyce (8)

where tg . was based on the Student's-t distribution with {N-1) degrees of freedom. The mean and standard
deviation of each performance measure used in the relative comparison were determined by randomly
resampling each of the data sets many times. A value of 200 repetitions was determined by triai and error
as the number required to achieve stabis results, Using different values of the Student's-t distribution, 95%,
90%, and 80% confidence limits were calculated for each performance measure.

3.2.3 Input Data Preparation
This section describes the manner in which input data were prepared in the Mono Lake Evaluation
Study. The required input data for each model Include an emission inventory, a meteorciogical data set,
and background concentration astimates. The techniques used to estimate wind-blown emissions from the
exposed shores of Mono Lake vary hourly with wind speed according to Equations 1 & 2 in Section 2-4,
The source codes of both dispersion models were modified so that they could accept an hourly variable
emissions specified in an extemnal data file.

Figure 3-2 presents an hourly time series plot of the GBUAPCD and MR! emission factor predictions
for the episode days considered in the study. As expected the MRI cubic relationship tended to produce
the higher peak hourly vaiues, 0.00185 versus 0.00053 g/mz/sec for the GBUAPCD method. However for
many of the PM 10 sampling periods wind speeds in the range of 16 to 25 mph were pravalent and for these
days tha GBUAPCD aigorithm yielded the higher wind-blown PM 10 emigsion fluxes. Average PM 19 @Mission
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factors for the 22 sampling days were 4.53 .10 and 6.23 - 10" g/m?/sec for the MRl and GBUAPCD
techniques, raspectively,

FDM and ISCST are based on a cartesian coordinate system where winds are assumed 10 De
spatiaily uniform throughout the modeling region. Area sources in FOM must be specified as rectangles,
and are further restricted to be squares which are aligned in the east-west direction by ISCST. In order to
prepare the model emission input flles, the estimates provided by MRI/GBUAPCD ware mapped on to a
series of rectangular area sources which roughly comespond to the irreguiar source areas outlined in Figure
3-1. Figure 3-3 dispiays the area source configuration used in the FDM simulations. Beyond the definition
of specific source areas, neither the GBUAPCD or MRI emission factor methods account for any spatial
variation in emissions and estimates for any given wind speed were the samae for all the source areas defined
in Figure 3-3.

The area source configuration used in the iISCST simulations is presented in Figure 34. For iSCST,
the area sources were further broken down into a number of smaller squares, such that the skie of the
largest square was smailer than downwind distance to the nearest receptor. This was necessary due to the
close proximity of the Warms Springs station to the playas on the eastern shore of Mono Lake. The
application ISCST to the Mono Lake area sources required the simulation of many more individual square
area sources than were nacessary for FDM.

In addition to the specification of emission rates and area source configuration, both FOM and
ISCST require airbome panticie size distribution information which influences the deposition and piume
depletion predictions. For the simulation of PMm sources, assumptions cancerning the airborne particle
size distribution are less important than for predictions involving coarser particles and depletion of PMTO
from tha plumea due to interactions with the surface is often conservatively naglected. However, for low level
sources the depletion of mass gven for the relatively fine particles can be significant for long travel times
{See Appendix B).

In the absence of data coliected on site, model simulations were based on an airbormne particle size
distribution taken from the literature. During wind-biown dust events the majority of the suspended mass

is contained in particies larger than 10 g m, with a median diameter typically near 50 um (Pye, 1987). For
particles within the PM,o size range, Gillette reports that during wind-blown dust events the number of

particles per logarithmic interval can be described by a function which decreases with the square of particle
diameter (Gillette at. al., 1974). This functional form indicates that particle mass per logarithmic interval
would Increase linearly with particle diameter as shown in Table 3-2. Both ISCST and FDM model
simulations were performed with the distribution given in Table 3-2. Several sensitivity tests with different
particle size distributions indicated that for the relatively close critical recentors in the current study, particle
size assumptions did not overly influence the model simutations. Further discussion conceming parnticle size
distribution sensitivity is presented in Appendix 8.
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Table 3-2. PM-10 Particle Size Distribution

Diameter Mean Mass
Range(um) Diameter{um) Fraction
0.10-0.25 0.16 0.0t5
0.25-0.63 0.40 0.039
0.63 - 1.60 1.00 0.096
1.60 - 3.98 251 0.242
3.98-10.0 6.31 0.608
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Hourly metecrological data files were constructed using the observations from the Simis site during
1988 to 1991. The data set Included oniy those PM 10 sampling periods where at least one hour of wind
speed was observed to exceed 20 mph and those days when significant precipitation was absent. A wind
rose constructed from the data set is shown in Figure 3-5. These data indicated that the majority of the
relatively high winds in the data set were from the south to west-southwest. Average wind speeds for these
directions were 7.4 m/s (16.5 mph) near the threshold of wind suspension found in the wind-tunnel tests.

In addition to the wind speed, wind direction, and temperature observations, both dispersion models
require hourly estimates of atmospheric stability class and the depth of the well mixed layer. Atmospheric
stability class estimates were based on wind speed, sigma-theta, and the time of day according to the
guidelines specified by the U.S. EPA (1987h). In order to be consistent with the practices followed by both
the U.S. EPA's RAMMET and MPRM meteorological data pre-processor programs, the hourly stability class
estimates were smoothed prior to input into the dispersion models by not allowing stability to change by
more than one class per hour. The definition of day and night used by the EPA’s regulatory pre-processor
program was also followed.

Hourly mixing height data were based on the twice dally climatic average values given by Holzworth
(1972). Vaiues interpolated from this reference are shown in Table 3-3. Hourly values were estimated from
the average morning and aftemoon mixing height using the interpolation routines employed by both the U.S.
EPA's MPRM and RAMMET meteorological pre-processors. The mixing height information was used by both
ISCST and FDM to simulate plume trapping beneath a strong subsidence inversion. In order to ensure that
low mixing heights do not oceur during windy conditions, the hourly mixing heights were not allowed to be
less than a estimated minimum mechanical mixing depth of 100m (U.S. EPA, 1986b). For the simulations
at Mono Basin, the vertical depth of the dust piumes at the receptors most impacted were less than the
depth of the mixed layer and plume trapping was not important.

The dispersion model simulations only included wind-blown sources of PM 10 from the exposed
shores of Monc Lake. During high wind events other local and reglonal sources of fugitive dust could aiso
contribute to the PM., levels observed at the monitoring locations. In order to estimate background PM,,
levels, the data from the Lee Vining site was used. Examination of Figures 3-1 and 3-5 indicates that during
periods of high wind velocity LLee Vining was upwind of the dust source areas and the cther monitoring
stations. When data from this station was unavailable for a given sampling period, the background PM 10
concentration was based on the overall average of the Lea Vining PMTO data in Table 3-1. The average
observed Lee Vining PM.,, concentration was 15 ug/m>.

The final meteorological parameter required in the dispersion modeling simulations was the surface
roughness length. In FDM this parameter influences bath the dispersion and deposition routines, such that
a large surface roughness resuits in increased dispersion and higher deposition velocities. Field experiments
which have collacted turbulence data indicats that during high wind or neutral conditions, sigma-theta data
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Table 3-3. Holzworth Seasonal Mixing Heights

Mean Moming Afternoon Max
Season Mixing Ht(m) Mixing Ht{m)
Winter 400 1000
Spring 650 2500
Summer 300 3000
Autumn 350 2000
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approach a constant vaiue depending on the effective upwind roughness (Arya, 1988). The effective surface
roughness is a function of the scale of the upwind terrain features in addition to the local characteristics of
the upwing surfaces.

Figure 3-6 displays a plot of sigma-theta versus wind speed for the Simis station which indicates a
trend toward a constant value for the hourly average sigma-theta data of about 10 degrees for high wind
speeds. An effective surface roughness length was estimated from the sigma-theta data during high wind
conditions based on:

2k
Z, =20 ™ ®

where ag is the 10 minute average sigma-theta {radians) value during high wind conditions, k is von
Karman's constant taken to be 0.4, z, is the roughness length (cm), and z, is the height of the
anemometer {1000 cm). Ten minute sigma-theta data were estimated from the 60 minute average data
collected at Simis using a power law (Turner, 1970). Using these assumptions, the effective roughness
length was plotted against wind speed in Figure 3-6 and found to trend toward a valus of 1 cm which was
used In the FDM modal simulations. The sensitivity of the FDM simulations to surface roughness
assumptions are provided In Appendix B.
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4.0 Model Evaiuation Resuits

The objective of the Mono Lake Evaluation Study was to assess dispersion modeling technigues for
the prediction of PM.,, concentrations during high wind events. The study included the evaluation of FOM
and ISCST and two aiternative methods for the estimation of wind-blown PM.,, emissions. The modei
evaluation involved three steps: a technical comparison of the modeis, a series of sensitivity tests where the
models were applied to representative wind-blown dust sources, and a performance evaluation which
compared the models and alternative emission factors with ambient cbservations. The methods used in the
evaluation including the selection of PM,,, data sets, Input data preparation, estimation of confidence limits,
and the statistical measures employed were discussed previously in Section 3. The resuits of the evaluation
follow.

4.1 Technical Comparison and Sensitivity Tests

The resuits of the tachnical comparison are fully described in Appendix A. In summary, a technical
comparison based on U.S. EPA guidelines for the use of nonguideline models indicated that FDM was better
in three of the four possibie application etements judged to be of high importance for simuiations of wind-
blown PMm emissions from area sources at Mono Lake. The primary basis of this evaluation was that
FDM's area source algorithm was more convenient to apply, and offers more consistency and greater
precision for receptors close to large area sources. The manner in which an area source was configured
influences both the horizontal and vertical dispersion parameters used by ISCST in an arbltrary way.
Although iess Important ta the application at Mono Lake, the physical removal mechanisms employed by
FDM were also found to be better than those included in ISCST. Dry deposition, gravitational settling, and
plume depletion tend to be more important for the simusation of particles larger than the PM 1 Size range,
but could still influence model praedictions at receptors sufficiently far downwind.

Appendix B presented the results of a sensitivity analysis which contrasted the behavior ofthe ISCST
and FDM models to conditions representative of wind-biown PM 10 9Missions from the exposed shores of
Mono Lake. For windy conditions and PM 10 particles, the models were found 1o predict concentrations that
were similar to one another. However, some of this agreement was fortuitous and was attributed to the
manner in which the area sources used in the ISCST tests were configured. The area source routine
employed by the ISCST model was found to produce arbitrary results closa to a large area source that
depanded on the degree of resolution used to divide the area source, the proximity of the receptor, and
wind direction. Among the other parameters investigated, particle size was also found to influence the
model predictions with FDM predicting a greater degree of plume depletion than the ISCST model. However
due to the relative fine nature of PM 10 panticles, the differences between the models were relatively small
for distances less than about 10 km.

4.2 Performance Evaluation
The final step in the overall assessment was the performance evaluation, where FDM, |SCST, the

MRI emission aigorithm, and the GBUAPCD emission algorithm were compared to PM 10 Observations
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collected within Mono Basin. Each model was applied to an hourly emissions data set following the two
emission methods, then statistically compared with the PMw data from the Simis, Cedar Hill, and Warm
Springs monitoring stations. A background value of 15 pg/ma or when available the data from the Lee
Vining station were added to the model predictions 1¢ account for upwind PM 40 Sources not inclided in the
emissions inventory. Appendix C contains a full listing of the predictions from the four possible
model/emission factor pairings with observations at the three stations. Note, that in some instances the
sampling data and model predictions correspond to periods less than 24 hours.

Figure 4-1 presents the results of the model simulations with scatter diagrams of the four
model/emission factor pairings with the ambient PMm data. Although considerabla scatter was evident,
both the emission factors and models tended to significantly correlate with the ambient PM., , data. For all
stations combined, linear correiation coefficients ranged from a high of 0.836 for the simulations based on
FDM and the GBUAPCD emission factor, to 0.717 for the ISCST model simulating the MRI based emissions.
The correlations of ISCST and FDM with ambient data were simiar, however the GBUAPCD emission
method produced less scatter than the MRI technique. As shown in Figure 4-1, the relatively lower
correlation of the MRI based emissions can ba attributed to the poor performance of this method for two
of the episodes at Warm Springs. Both of these episodes had wind speeds less than 26 mph, in the wind
speed range where the MRI emission routine predicts lower values than the GBUAPCD method (see Figure
2-1).

In order to test whether the dispersion models could explain the frequency distribution of the
ohservations, values of the fractional bias of the average and of the standard deviation were calculated as
suggested by Cox {1987). As a screening test for model performance, Cox proposed that fractional bias

should be bounded by a value of £0.667 which represents a factor-of-two difference between model
predictions and observations. A negative fractional bias Implies overprediction. Figure 4-2 displays the

resuits of the Cox screening test for the four possible model/emission factor pairings. Both models
simulating emissions predicted by either the MRI or GBUAPCD routines pass the Cox screening test and
were abie to predict the mean and standard deviations of the observations within a factor-of4wo.

Table 4-1 provides a summary of the performance statistics for the evaluation study. In addition to
the fractional blas of the mean and standard deviation, the fractional blas of the Robust Highest
Concentration (RHC) was also calculated 1o emphasize the models' ability to predict the relatively higher
PM.o concentrations. Table 4-1 also includes the more rigorous statistical measures which were paired in
time and space, the linear correlation coefficients and the NMSE. With the exception of the RHC, all the
statistical performance measures wera calculated for each station and for the data set as a whole. RHC's

wara not calculated for the Warm Springs and Cedar Hill individual data sets due to their relative small
sample sizes.
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Tabls 4-1. Model Performance Statistics
Emisslon PM10 Mean {ug/m3) PM10 Std Dev. {ug/m3) PM10 RHG {ug/m3}) Linear Cotr.
Data Set Model Factor Obs. Pred F _bias Obs. Pred F blas Obs. Pred F bias NMSE Coel.
All Stations Combined FOM  GBUAPCD 90 116 0.259 135 128 0.051 654 581 0.118 0.604 0.836
42 samples ISCST GBUAPCD 103 £.136 104 0.256 503 0.260 0.611 0.835
FDM MRl 77 0.152 139 -0.030 601 0.085 1512 o721
ISCST MRl 69 0.260 114 0.165 497 0.272 1.518 0717
Simis Station FOM  GBUAPCD 68 103 0414 21 67 0.307 215 273 0.237 0.659 0.760
22 gamples ISCST GBUAPCD 96 0.347 64 0.350 253 0.162 0.629 0.767
FDM MR 67 0.009 90 0.011 333 0.429 0.571 0.834
ISCST MRI 64 0.049 86 0.055 AN 0.389 0.572 0.835
Cadar Hill Station FOM  GBUAPCD: 20 23 .309 14 14 0.003 0.399 0.606
11 samples ISCST GBUAPCD b3 | 0.434 14 -0.057 0.455 0.571
RAHG not reported due the
FOM MRl 24 0.218 16 0.128 small sample size 0.311 0.683
ISCST MR 25 0.257 17 0.243 0.403 0.644
Warm Springs Station FDM  GBUAPCD 229 255 0.106 204 200 0.019 0.306 0.764
9 samples ISCST GBUAPCD 207 0.099 159 0.247 0.338 0.763
AHC not reported due the
FOM MR 166 0.321 254 0.220 small sample size 1111 0.611
ISCST MR 133 0.528 200 0.021 1.228 0.610
Note: RHC based on top 10 samples

GBUAPCD emissions from Qa(g/m2/s) =9.358-6*exp(. 13*wa{mph))
MR emissions from Qa(g/m2/e) =7.16-7*(ws{mph)-18) ~ 3
Negative bias Implies overprediction




(1]

L]

400

4400

Qu » B.I0e=Seaxpl. 18we}

Pradiated PMI0 {ve/m3}

Scatter Dlagram Resulta
FOM with GBUAPCD Emisaion Factor

L : R F . o,
o i
i f'
3 Y P RS
0
200 0 400 o 00

Qbaerved FMT {ug/nd)

Backgreund Bassd &n Las ¥ining

$0e

(1]

400

200

Qu + 0.384-8-0xpl.10w8)

Piadistad PUID [wp/mil

Scailar Dlageam Resuilts
18C with GBUAPCD Emission Factor

IO PR TSNS T DR SR
; [
................ O e
. I P VR - i
3
N *?2 [T SRV N S
# ]
B! b
*® :
* i
o 100 200 308 400 500 a00

Cheerved PHID (up/m3)

Baahground Based 98 Lee Vinlag

Loontion
X Simis
8 cadar HMI
& Warm Bprings

Lacailon

E R T

O Ceder HW

& Warm 3prings

Scattar Diagram Reaulta
FDM with MRl Emisaion Factor

Fintiosad PMIO {ug/m3)

Lovation

¥ mimin

O Cedar HUI
O warm Springs

aco
4]
To0 -
©0o [ i
L 1-1 N o
wol O S o
! *
' ¢
i L
x|
oo - -
¥
100 T*
i [
gﬂ; ? 1 P 1 1
o wo s00 200 400 s00 00

e = Tie-TH{wa-10)"2

Obesivad PMIO {up/ma)

Bavkground Based on Les ¥inlng

Scatter Diagram Results
18C with MR Emission Faclor

Fredioted PMH (ug/md)

Locatlon

% Blals

O Ceder HiH
@ Warm Springa

sol - - op e ]
N A P
!
Freys . | :
* | ;
200 F - e 1
: ¢!
* :
200 |- B
% ‘
*x ! !
ol . T¥: L : :
ooy %]
R™2 S S
] 10 200 300 400 00 00

Qa = 7Ae-T-{mp-18}3

Obsarvad PR (ug/m3}

Bachground Besed an Les Vining

Figure 4-1




Cox Scresning Tesl Rasults

Cox Scresning Test Aasulla
FDM with GBUAPCD Emiasion Factor FDM with MRI Emisalon Factor

Bies of $TD Davinilen

Bl of BTD Devistion
H I 2 R
* almin #* wimke
O Cedur HIN O Coder Hill
& Warm Springs O warm Springe
! & combinad -, 1 & Combined -,
e Fastyr of = Faoter ol 2
#*
[ g-Lp o o 5
[+
-1 -1
- -2
-2 -1 1 2 -2 -1 q 1 H
Bl of Averngs

9
Blas of Average
awal Qa + TAe-T{wn-10)"2
n Les Viaing gy asd on Las Yinlng
- Wegaiive Blas impHen Owerpradiotian

Qn » 2.3

Cox Scresning Test Reduils

Cox Screening Test Resulls
19C, MR) Emisslon Factor

1SC, GBUAPCD Emission Facior

Baa of BTD Duvistion

Muaa ol BT Devintion
T 2 I
* Hmie * gimis
O cedwr HIM 0 Gedar HIN
O Warm Springs & Warm 3prings
1 & comblned = 1 & Combined =
—== Faqmar af = Faswr of 1
¥ ale a
E o
3 O & "
a
- -1
-2 -%
-2 -1 a ] 2 -2 =1 ] ] 2
Blaa 9l Araiags Blaw &f Average
Qs « 0.384-8-mupl.03we} 2- ;:I“u:-‘“-"l.,L
Bavkground Baved an Les Vinlng sahground Based an Les Yining H
Hagatlve Biss Impilaa Overpiesiat Figure 4-2

Neguilve B pilea Overptedivilan



For the combined Mono Lake data set, FDM with either emission factor relationship tended to have
the slightly better statistical performance measures based on a lower overall scatter and the ability to better
predict the RHC and fractional bias of the standard deviation. Although the differences were slight, in nine
out of ten instances FDM had better statistics than ISCST for the overall data set. With respect to ISCST,
FDM generally predicted higher more variable PM 10 concentrations which compared more favorably with
the observations. There was a smail tendency of both models to underpredict the highest PM.,
concentrations.

The GBUAPCD empirical emission factor slightly outperformed the MRI cubic wind speed emission
algorithm for six out of ten performance statistics for the combined Mono Lake data set. The MR} based
approach tended to underpredict the observations, while the GBUAPCD method overpradicted the mean.
The MRI wind-biown PM 10 emission relationship had conslderably more scatter, with a NMSE greater than
one when either dispersion model was employed.

For the data sets comprised of the observations from individual stations, the resuits of the evaluation
were mixed with different emission algorithms and models performing better for different sites. At the Warm
Springs and Cedar Hills stations FDM had the edge, while at Simis ISCST had the better performance
statistics. At Simis and especially at Warm Springs, FDM predicted higher more varable PMTO
concentrations than ISCST for both emission factor methods. At Warm Springs some of the mode
differences could be attributed to manner In which the area sources were configured for ISCST. The
sensitivity tests in Appendix B indicated that for receptors close to large area sources, that ISCST's area
source routine can pradict artificially low values whenever the source is not sufficiently subdivided or if winds
cross the area source at an angle. At Cadar Hill, the effects of plume depletion which caused relatively
greater mass to be removed when the FDM model was employed, started to become important and ISCST
predicted higher values than FOM. However, these differences were masked by the relatively large average
background portion (15 xg/m"” or 50% on average) of the predictions at Cadar Hill

A station by station comparison of the emission algorithms also provides a mixed indication of the
hetter performing method. For the Simis and Cedar Hill data set, the MRI emission routine had the better
statistics with the exception of the tendency to overpredict the highest concentrations at Simis. However
at Warms Springs, the MRI cubic wind speed relationship underpredicted two of the episodes leading to a
large degree of scatter and overall underprediction at this location. The GBUAPCD technique overpredicted

that average PM 10 concentration at all stations except at Warm Springs when ISCST was performing the
simulations.

The discussion above focuses on comparison of the performance measures without regard to the
uncertainties caused by the small sampie sizes and whether the differences between the models and
emission factors were statistically significant. The statistical significance of differences exhibited between
the performance measures caiculated for sach model depend on the characteristics of the data sets and
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on sample size. Statistical uncertainty was assessed using confidence limits based on the moment
bootstrap resampling method as discussed in Section 3.2.2.

Figure 4-3 displays the uncertainty in the fractional bias of the mean measure by sample location
and by modei/emission factor combination. The large confidence limits can be attributed to dependence
of the performance statistics on severai key sampling periods. With the GBUAPCD emission factor, both
FDM and ISCST tend to overpredict the mean of the cbservations and the degree of oveprediction was
significant at the Simis and Cedar Hill stations. At Warms Springs, the fractional biases were not significantly
different than zero due to the large degree of statistical uncertainty in this data set. The MRI emission factor
with either FDM or ISCST showed a tendency towards underprediction at all stations except Cedar Hill, but
underprediction was not significant at the 95% confidence interval for any of the stations.

Table 4-2 provides a companison of model/emission factor performance and indicates which model
had the better statistical measure. The summary in this table also provides an indication of whether the
differencas between the models/emission factors were statistically significant at the 90% confidence level.
When the statistical significance of the differences between the model/emission factors were assessed, it
became appareint that the small data set sample sizes made It difficult to favor one methodology over
another. For example, the lingar correlation coefficients were not different from one another at the 90% level
for any of the data sets. FDM tended to significantly outperform ISCST, especially when the MR! emission
factor relationship was employed and provided a better indication of the highest PM 10 concentrations for
the data set as a whole. However, FDM provided no significant statisticai improvement over ISCST in
reducing the scatter of the predictions with the observations.

The differences between the wind-blown PM 10 emission factor refationships were only statistically
significant for 6 of the 36 possible categories in Table 4-2. The MRI technique had a significantly iower
fractlonal bias of the mean at the Simis station, but due to the relatively large scatter produced by the MRI
emission factor at Warms Springs, the NMSE statistical measure favored the GBUAPCD algorithm.

4.3 Discussion

There were many factors and assumptions in this study that could have had an important influence
on the resuits of the performance evaluation. The results of the simulations were more dependent on the
wind-blown PM 10 emission predictions and on the configuration of the area sources than on dispersion
model selection. During the study it became apparent that for the windy conditions simulated at Mono Lake,
FOM and ISCST predicted similar PM 10 concentrations with the exception that ISCST's area source routine
behaved unreasonably close to the edge of the source. The critical receptors of Warm Springs and Simis
were not sufficiently downwind 1o demonstrate whether the more sophisticated plume depletion routines in
FOM produced better modei performance. PM 10 concentrations at Cedar Hill were much lower and
background considerations masked differences between ISCST and FDM.

-16 -



Table 4-2. Comparison of Model Performance

Better Statistical Performance

F_bias F_bias F_bias Linear Gorr,
Model, Emisslon Factor Data Set of mean of STD of RHGC NMSE Coef.
FDM ve ISCST, GBUAPCD All Stations {42 samples) FOM FDM
Simis Statlon {22 seamples)

Cedar Hill Station {10 samples)
Warm Springs Statlon (3 samples)

FDM vs ISCST, MRI All Stations (42 samples)
Simls Statlon (22 samples)
Cedar Hill Station {10 samples)
Warm Springs Station (9 samples)

FDM, GBUAPCD vs MRI All Stations (42 samples)
Simis Station (22 samples)
Cedar Hill Statlon {10 samples)
Warm Springs Station (9 eamples)

ISCST, GBUAPCD ve MRI All Stations (42 samples)
Simis Station (22 samples)
Cedar HIli Station (10 samples)
Warm Springs Station {9 samples)

Note: RHC based on top 10 samples
GBUAPCD emissions from Ga(g/m2/e) =9.25e-8%exp(. 13*we({mph))
MRl emissions from Qafg/m2/a)=7.1e-7*(ws{mph)-18) ~ 3
Non-shaded modet or emission factor was significant at 90% level.
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Assumptions concerning source to receptor orientation influenced the dispersion model simulations.
Contour plots constructed from FDM simulations of PM 10 emissions predicted by the GBUAPCD algorithm
are displayed in Figures 4-4, 4-5, and 4-6, for the respective episodes 4/21/89, 5/23/90, and 5/08/91. The
contour plots indicate the sharp gradients in PM.,, pradictions with both crosswind and downwind distance
from the sources areas. The crosswind gradients were especially pronounced near the Warm Springs and
Simis stations and moving, reducing, or extending the source area boundaries altered model predictions
at these locations. For example, moving the source area along the north shore of Mono Lake 200 m 1o the
east, reduced predictions at Slmis by a factor-of-two for several of the episodes. Predictions at Warmn
Springs were especially sensitive to wind direction and 1o the east/west extant of the nearby playas. Better
placement of the eroding playas which vary annually and seasonally may have improved the model
predictions for several of episodes. In addition, predictions at Warm Springs, which were sansitive to wind
direction, may have been improved by using local wind data. The application of local wind data at the
Warms Springs monitor may also change the emission estimates and help explain the poor performance
of the MRI algorithm when compared to the GBUAPCD method.
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5.0 Summary

The Mono Lake Air Quality Model Evaluation Study evaluated dispersion modeling techniques for
the simulation of wind-blown PM 10 emissions from the exposed shores of Mono Lake. Two emission
algorithms and two dispersion models were evaluated using PM,, and meteorological data coliected at
locations near Mono Lake. The dispersion models evaluated were the ISCST model which is currently
recommended by both the U.S. EPA and the CARB for regulatory assessments associated with fugitive
PM,, and FDM which has recently been deveioped and was specifically designed for computing
concentrations and deposition fluxes from fugitive dust sources. Based on different interpretations of
portable wind tunnel experiments conducted at Mono Lake, emission factor algorithms suggested by the
GBUAPCD and MRI were also tested. The GBUAPCD emission factor was derived from a purely empirical
fit to the wind tunnel data and the MRI method while being empirical conforms to the cubic wind speed
dependency commonly found in the literature. The results of the evaluation were as foliows:

- for the combined data set, either dispersion model or emission factor combination was able to
predict the average, standard deviation, and Robust Highest Concentration of the PMm
obsarvations within a factor-of-two and explain over 50% of the spatial and temporal variation in the
observations

- FDOM was found to be the technically superior model for the prediction of PM 10 concentrations
downwind of wind eroding area sources due to a more concise and easier to apply area source
algorithm. The ISCST area source aigorithm produced arbitrary concentrations close to large area
sources that depended on the manner in which these sources were subdivided. The plume
depletion routines in FOM were also favored, but for fine particles and windy conditions
improvements would only be expacted for receptors beyond about 10 km

- FDM outperformed ISCST for the overall data set, tending to more closely predict the higher
concentrations and the variability of the PM,O observations. However FDM's distinction was not
consistent, with ISCST performing better for some stations and performance measures

- although FDM slightly outperformed !SCST in most instances model predictions were often not
different in sither a statistical or a practical sense

- the MRl emission factor combined with either dispersion modet algorithm significantly
underpradicted two episodes at the Warms Springs station where wind speeds were in the 16 to
25 mph range and overpredicted the higher PM 10 observations at Simis. The GBUAPCD method
offered significantly less scatter than the MR} technique, but displayed a tendency to overpredict
the mean value of the observations
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- the predictions for both dispersion models and emission factor techniques at the Warms Springs
and Simis monitoring stations were heavily influenced by the specification of the eroding area
source boundares. Slight changes in the spatial extent of these area sources or small changes in
wind direction had the potential to significanily alter the model predictions at these two iocations.

On basis of the technical comparison, sensitivity analysis and the siightly better ability to duplicate ambient
PM,, concentrations, the study recommends that FDM be employed in future simulations of wind-blown
PM.,, emissions at Mono Lake. The distinction between the emission factors in the performance evaluation
was less clear and probably less important that the knowledge conceming the location and extent of the
eroding areas. For conservative regulatory appiications, the GBUAPCD technique yielded the higher average
values while the MRl method produced the higher 24-hour PM 10 concentrations.
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